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Abstract

We investigate the existence of nonlinear phase-modulated relativistic solitary waves embedded

in an infinitely long circularly polarized electromagnetic wave propagating through a plasma. These

states are exact nonlinear solutions of the 1-dimensional Maxwell-fluid model for a cold plasma

composed of electrons and ions. The solitary wave, which consists of an electromagnetic wave

trapped in a self-generated Langmuir wave, presents a phase modulation when the group velocity

V and the phase velocity Vph of the long circularly polarized electromagnetic wave do not match

the condition V Vph = c2. The main properties of the waves as a function of their group velocities,

wavevectors and frequencies are studied, as well as bifurcations of the dynamical system that

describes the waves when the parameter controlling the phase modulation changes from zero to

a finite value. Such a transition is illustrated in the limit of small amplitude waves where an

analytical solution for a grey solitary wave exists. The solutions are interpreted as the stationary

state after the collision of a long laser pulse with an isolated solitary wave.
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I. INTRODUCTION

The progress in laser technology has provided the conditions to investigate previously

unattainable regimes in laser-plasma interaction and also to test physical theories such as

the dynamics of nonlinear waves in plasmas. A topic that has received great attention is the

existence of solitary waves produced during the interaction of a high-intensity laser pulse

with an underdense plasma. These waves are excited by the downshifting of a fraction

of the incident laser pulse that, when it reaches a frequency below the local Langmuir

frequency, becomes trapped inside a related electron density cavity [1, 2]. In this cavity,

the electrostatic force due to charge separation is balanced by the ponderomotive force

of the trapped wave. The theoretical works, most of them carried out in the framework

of the fluid plasma model (see Ref. 3 for a summary), together with the solitary waves

observed in one [4], two [1, 2, 5, 6] and three [7–9] dimensional particle-in-cell simulations

have laid the foundations of our current understanding of these electromagnetic structures.

Such knowledge is now crucial to interpret the recent laboratory experiments where solitary

waves (or their signatures) have been observed [9–15].

Even though the warm [16, 17] and magnetized [18, 19] plasmas have been also consid-

ered, the properties of the solitary waves have been mainly investigated within the cold,

relativistic, one-dimensional fluid approximation [3, 17–30]. This theory assumes a circu-

larly polarized vector potential with components normal to the direction of propagation x

given by

Ay + iAz = a(ξ)exp {i [kx− ωt+ θ(ξ)]} (1)

where ξ is the coordinate in a frame moving with the group velocity V , ω is the frequency

and k the wavevector. Taking only variations with ξ, substituting this vector potential in

the Maxwell-fluid equations and imposing either vanishing (VBC) or nonvanishing (NVBC)

boundary conditions at ξ → −∞, the partial differential equations become three ordinary

differential equations for the amplitude a, the potential φ and the phase θ. The variables a

and φ are governed by two second order differential equations that describe Langmuir and

electromagnetic waves coupled by the nonlinear term arising from the perturbation of the

density and relativistic mass. The variable θ is decoupled and can be calculated once a

and φ are known. Even though the system is not completely integrable the solitary waves

solutions are commonly referred to as solitons.
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The set of ordinary differential equations for a and φ has a Hamiltonian structure and

certain symmetries (i.e. it is ξ-reversible), and can be investigated by directly applying the

theory of dynamical systems. However, it is important to note that not all solutions of

this Hamiltonian system are physically relevant; only solutions connecting a certain fixed

point in phase space are consistent with the boundary conditions imposed to the original

partial differential equations at ξ → −∞. We also recall that solitary waves are homoclinic

or heteroclinic orbits to such a fixed point and they lie in the intersection of its stable and

unstable manifolds. Therefore the existence and stability properties of the fixed point play a

central role, as they determine the domains in the V −ω−k parametric space where solitary

waves may exist (as well as the properties of the spectrum of solutions). For instance, in

parametric domains where the fixed point is a center, a saddle-center or a saddle-focus, one

expects to have no solutions, branches of solutions or a continuum, respectively (except for

very particular cases, i.e. resonances [31]). This result can be inferred by taking into account

the dimension of phase space and the dimension of the stable and unstable manifolds of the

fixed point. Unless further restrictions exist, the continuous spectrum detected in domains

where the fixed point is a saddle-center [3, 28, 29] may be considered a numerical artefact.

For VBC, a→ 0 and φ → 0 as ξ → −∞, the solitary waves are commonly named bright

solitons and they represent a light wave trapped in a self-generated plasma wave [24]. They

are homoclinic orbits to the fixed point of the Hamiltonian system and therefore a→ 0 and

φ→ 0 as ξ → +∞. In this case the Maxwell-fluid model only admits solutions if the phase

velocity Vph ≡ ω/k and the group velocity V satisfy the relation V Vph = c2 and the phase θ

is constant. The problem has two free parameters, the fixed point where the orbit connects

is a saddle-center, and the solutions are organized in the V − ω plane in branches where

the vector potential has different numbers of zeros or humps [27]. The branches end at a

critical velocity where the ions density profile shows a cusp. This soliton breaking has been

proposed as a mechanism of ion acceleration [27]. For fixed ions and V=0, an analytical

solution can be found and solitary waves exist within a continuous range of ω [26].

In the case of nonvanishing boundary conditions (NVBC), a→ a0 and φ = 0 as ξ → −∞,

the solutions of the system represent a solitary electromagnetic wave trapped in a self-

generated Langmuir wave and embedded in an infinitely long circularly polarized electro-

magnetic wave. Crudely speaking, a solitary wave with NVBC can be considered as a wave

with VBC but embedded in a long laser pulse with amplitude a0. For this case the system
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does not require any condition relating V , ω and k and in general there is also a modulation

in the phase. The amplitude a0 is linked to ω and k by the dispersion relationship of a

circularly polarized electromagnetic wave in a plasma, a relation that naturally appears in

the dynamical system as the condition of existence of the fixed point where the solitary wave

connects. Previous works have investigated these waves in the particular case V Vph = c2

[3, 29, 30]. Under this assumption, there are only two free parameters, for instance V and

ω, and the solutions have no phase modulation. Depending on the behaviour of the solitary

waves at ξ → +∞, it is possible to construct three different kinds of solutions: (i) grey

solitons (a → a0 and φ → 0), (ii) dark solitons (a → −a0 and φ → 0) and (iii) shock

waves (a → 0 and φ → φ0). Note that the grey solitons are homoclinic orbits whereas the

dark solitons and the shock waves are heteroclinic orbits. The solitary waves are organized

in branches in parameter regions where the fixed point is a saddle-center [3, 29] and in a

continuum if it is a saddle-focus [30].

Here we consider solitary waves with NVBC and, as opposed to previous works, we do not

assume the restriction V Vph = c2. The relaxation of this condition has three effects: (i) the

solitary waves present a nonlinear phase modulation, (ii) there is an additional parameter

in the analysis and (iii) the topology of the phase space is drastically changed due to the

appearance of a new term in the equations that diverges as a → 0. The organization of

the paper is as follows. In Sec. II the equations that govern the dynamics of the solitary

wave are derived from the Maxwell-fluid model. In Sec. III the small amplitude limit is

explored and an analytical solution for a grey solitary wave found. This solution illustrates

some features of the dynamics that are present for arbitrary large amplitudes. The arbitrary

large amplitude case is considered in Sec. IV, where we study the stability properties of

the fixed point and we present some numerically computed solutions. The conclusions are

summarized in Sec. V. Finally, the appendix A shows that solitary waves with modulated

phase do not exist in the limit of V = 0 with immobile ions.

II. THE FLUID MODEL

The solitary waves are studied in the framework of the Maxwell-fluid model. The plasma

is assumed to be cold and composed of electrons and ions that are denoted by the subscript

α = e, i respectively. For convenience, we normalize the length, time, velocity, momentum,
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vector and scalar potential, and density to c/ωpe, ω
−1
pe , c, mαc, mec

2/e and n0 respectively.

Here n0, mα and ω2
pe = 4πn0e

2/me are the unperturbed density, rest mass and electron

plasma frequency, respectively. Using this notation Maxwell’s (in the Coulomb gauge) and

plasma equations are

∆φ = ne − ni (2a)

∆A− ∂2A

∂t2
− ∂

∂t
∇φ = neve − nivi (2b)

∂nα

∂t
+∇ · (nαvα) = 0 (2c)

∂Pα

∂t
− vα × (∇×Pα) = −∇ (ǫαφ+ γα) (2d)

where A and φ are the vector and scalar potentials, Pα ≡ pα + ǫαA, γα ≡ (1 + |pα|2)1/2

and pα and vα ≡ pα/γα are the kinetic momentum and the fluid velocity respectively. For

convenience the dimensionless parameter ǫα ≡ (qαme)/(emα) has been introduced (qe = −e
and qi = e are the charges of the species).

Assuming ∂y = ∂z = 0, the Coulomb gauge gives A = A⊥ and Eq. (2d) yields P⊥α = 0.

Here ⊥ denotes the direction perpendicular to x. For convenience we will take a definition

for the vector potential and the variable ξ slightly different from the one introduced in Sec.

I. In particular, we take all variables to be functions of ξ = (x− V t)/
√
1− V 2, and write

the normalized circularly polarized vector potential as

Ay + iAz = a(ξ)exp

[

i (kx− ωt)√
1− V 2

+ iθ(ξ)

]

(3)

where ω and k are the frequency and the wavevector in a frame moving with the group

velocity of the solitary wave V . By imposing the boundary condition a = a0, φ = 0, nα = 1

and pxα = 0 as ξ → −∞, the longitudinal component of Eq. (2d), Eq. (2c) and the definition

of the γα factors yield nα(φ, a) = V (ψα/rα − V ) /(1− V 2), γα = (ψα − V rα)/(1− V 2) and

vα = (V ψα−rα)/(ψα−V rα) where we introduced the following auxiliary variables ψα(a, φ) ≡
Γα− ǫαφ, rα(a, φ) ≡ [ψ2

α − (1− V 2)(1 + ǫ2αa
2)]

1/2
and Γα = (1+ ǫ2αa

2
0)

1/2. Substituting these

results in Eqs. (2a) and (2b) yields [3, 29]

a′′ =

[

V

(

1

re
+
ǫ

ri

)

−
(

ω̄2 − k̄2
a40
a4

)]

a (4)

φ′′ = V

(

ψe

re
− ψi

ri

)

(5)

θ′ = −k̄
(

1− a20
a2

)

(6)
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where k̄ ≡ (k − V ω)/(1 − V 2) and ω̄ ≡ (ω − V k)/(1 − V 2) and for brevity we also wrote

ǫi → ǫ.

Equations (4) and (5) describe the dynamics of localized electromagnetic modulations

trapped by a self-generated Langmuir wave embedded in an infinitely long circularly polar-

ized electromagnetic wave. Both equations are decoupled from Eq. (6) that describes the

modulation in the phase. Note that, as ξ → −∞, one has a→ a0 and the solution becomes

a circularly polarized electromagnetic wave with phase velocity Vph = ω/k. We see that the

solutions have no phase modulation if the phase velocity and the group velocity satisfy the

condition V Vph = 1 or if there is no solitary wave [a(ξ) = a0].

System (4-5) is a ξ-reversible fourth order Hamiltonian system with Hamiltonian

H(a, Pa, φ, Pφ) =
1− V 2

2

[

(

Pa

1− V 2

)2

+ ω̄2a2 + k̄2
a40
a2

]

+ V

[

re(a, φ) +
ri(a, φ)

ǫ

]

− 1

2
P 2
φ (7)

where the momenta are given by Pa = (1 − V 2)a′ and Pφ = −φ′. The Hamiltonian is

constant since it does not depend on ξ. Another interesting property is the existence of the

fixed points Q±
0 defined by (φ, φ′, a, a′) = (0, 0,±a0, 0) if the following relation is satisfied

ω̄2 = k̄2 +
1

Γe
+

ǫ

Γi
(8)

The physical interpretation of this condition is evident if we rewrite it as [32]

ω2
LF = k2LF +

1

Γe
+

ǫ

Γi
(9)

where ωLF ≡ ω/
√
1− V 2 and kLF ≡ k/

√
1− V 2 are the frequency and the wavevector in

the laboratory frame. Therefore, Eq. (8) is the dispersion relation of a pure transverse

circularly polarized electromagnetic wave with relativistic amplitude and mobile ion effects.

It has a solution within the frequency range k̄ ≡ ω̄min < ω̄ < ω̄max ≡
√
1 + ǫ+ k̄2.

In order to be consistent with the boundary conditions imposed to the original partial

differential equations [Sys. (2)], the solitary waves must connect with the fixed point Q+
0 as

ξ → −∞. In the particular case k̄ = 0 there is another fixed point Q1 given by (φ, φ′, a, a′) =

[(Γi − Γe)/(1 + ǫ), 0, 0, 0]. An orbit connecting Q+
0 with Q1 is referred to as a shock wave

[3, 29] and it exists for velocity values [30]

VS =
ǫa20

2ΓeΓi

[

(

1− ǫa20
2ΓeΓi

)2

−
(

1 + ǫ

Γi + ǫΓe

)2
]−1/2

(10)
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This velocity is obtained by requiring the Hamiltonians at Q+
0 and Q1 to be equal. In

summary, for k̄ = 0 (V Vph = 1), there are grey solitons (homoclinic orbits Q+
0 − Q+

0 ), dark

solitons (heteroclinic orbits Q+
0 −Q−

0 ) and shock waves (heteroclinic orbits Q+
0 −Q1).

III. QUASINEUTRAL PLASMA AND SMALL AMPLITUDE WAVES

We start the analysis of Sys. (4)-(5) by first looking at the long wavelength and small

amplitude limit. Under these conditions the quasineutral approximation φ′′ << ne − ni is

valid and, setting φ′′ = 0 in Eq. (5), the potential can be written as a function of the vector

potential amplitude (see Ref. [32])

φ =
(γi − ǫγe) (Γiγe − Γeγi)

1− ǫ2
(11)

Substituting this relationship in Eq. (4) and keeping terms of third order in a and first order

in ǫ, one finds

a′′ =

[

1− ω̄2 + ǫ+
ǫ− V 2

2V 2
a2 + k̄2

a40
a4

− ǫa20
2V 2

]

a (12)

Equation (12) is equivalent to Eq. (40) in Ref. 32 but it also includes the phase modulation

effect.

In order to discuss the solitary waves, it is necessary to look at the fixed points of Eq. (12)

and their stability. One readily finds that the fixed point Q±
0 given by (a, a′) = (±a0, 0)

exists only if ω̄2 = k̄2 + 1 + ǫ − a20/2 [the small amplitude limit of Eq. (8)]. Using this

condition Eq. (12) becomes

a′′ = −ǫ− V 2

2V 2
a
(

a20 − a2
)

+ k̄2
(

a40
a4

− 1

)

a (13)

In addition to Q±
0 , Eq. (13) has two additional fixed points given by Q±

∗ =
(

±a0
2

√

Ω2 + Ω
√
Ω2 + 8, 0

)

, that coalesce to Q∗ ≡ (0, 0) for k̄ = 0. Here Ω ≡
2V k̄/

(

a0
√
ǫ− V 2

)

. On the other hand, the stability of Q±
0 is given by the eigenvalues

λ1,2 = ±2k̄
Ω

√
1− Ω2 and, therefore, solitary waves connecting with Q±

0 are only possible if

0 < Ω2 < 1, or V < a0

√

ǫ/
(

a20 + 4k̄2
)

(Q±
0 are saddle points). We remark that this condition

correspond to very small velocities (the square root of the ratio of the electron to the ion

masses ǫ with a correction due to the phase modulation). One also readily verifies that in

the regime Ω < 1, Q∗ and Q±
∗ are centers.
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The above information about the existence and stability of the fixed points is very helpful

to understand the dynamics of the solitary waves. For k̄ = 0, Eq. (13) admits two dark

solitary waves (heteroclinic connection Q∓
0 −Q±

0 ) given by [32]

a = ±a0 tanhκξ (14)

with the inverse width κ ≡ a0
√
ǫ− V 2/2V . The two dark solitary waves can be seen in

panel (a) of Fig. 1 where we plotted the phase space a−a′. The topology of the phase space

consists in two heteroclinic orbits connecting the saddle fixed points Q±
0 and surrounding

the fixed point Q∗ which is a center. In panel (b) we show the amplitude of the vector

potential and the potential versus ξ for the dark solitary wave Q−
0 −Q+

0 .

Clearly, the dynamics must be different for k̄ 6= 0. In first place, Q∗ splits in the two

fixed points Q±
∗ . In second place the dark solitary waves are destroyed because they cannot

cross the plane a = 0 due to the divergence of the term k̄2a40/a
4 in Eq. (13). However, even

though dark solitary waves (heteroclinic orbits Q±
0 − Q∓

0 ) are impossible, one still can find

an analytical expression for two grey solitary waves (homoclinic connections Q±
0 −Q±

0 )

a = ±a0
√

Ω2 + (1− Ω2) tanh2
(√

1− Ω2κξ
)

(15)

that becomes Eq. (14) when k̄ = 0 (Ω = 0). The minimum of the amplitude of these waves

is equal to amin ≡ 2V k̄/
√
ǫ− V 2. The phase space a−a′ and a grey solitary wave for k̄ = 0.1

are plotted in Fig. 1 [panels (c) and (d) respectively]. We see that the trajectories never

cross the plane a = 0 and both Q+
0 and Q−

0 have an homoclinic orbit that surrounds the

fixed points Q+
∗ and Q−

∗ respectively.

Even though the dark and the grey solitary waves are different from the point of view of

the dynamical system, physically they both represent a localized depression in the amplitude

of the vector potential and a well in the electrostatic potential [see panels (b) and (d) in Fig.

1]. As we will see, the main difference between both waves is related with their phases. A

dark wave is a heteroclinic connection Q+
0 −Q−

0 and it introduces a phase shift equal to π,

thus reversing the sign of the magnetic field across the wave. On the other hand, the phase

of a grey wave is found by integrating Eq. (6) with the condition θ = 0 as ξ → −∞

θ = tan−1

[√
1− Ω2

Ω
tanh

(

√

1−Ω2κξ
)

]

+ tan−1

(√
1− Ω2

Ω

)

(16)

Therefore the phase as ξ → +∞ is θ∞ ≡ 2 tan−1
(√

1− Ω2/Ω
)

. We see that when Ω → 0

(k̄ → 0) it becomes θ∞ = π thus approaching the behaviour of dark waves. On the other
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FIG. 1: (Color online) Panels (a) and (b) [(c) and (d)] show the phase space a − a′ and the dark

(grey ) solitary wave respectively at a0 = 0.1 and V = 0.002 and k̄ = 0 (k̄ = 0.1). The fixed points

Q±
0 are marked with crosses and Q∗ (for k̄ = 0) and Q±

∗ (for k̄ = 0.1) with a dot.

hand, increasing the value of Ω reduces the phase shift introduced by the solitary wave and

it vanishes when Ω → 1 (we recall that Q±
0 are saddle points only if Ω2 < 1 ).

IV. LARGE AMPLITUDE SOLITARY WAVES

This section deals with the dynamics of the solitary waves with k̄ 6= 0 and arbitrary

amplitudes that are described by Eqs. (4)-(6). Following the procedure of Sec. III, the

result will be compared with the case k̄ = 0 that was investigated in Refs. 3, 29 and 30.

As we will see, most of the new features exhibited for the small amplitudes case, like the

destruction of the dark solitary waves due to the divergence of the term k̄2a40/a
4 in Eq. (4),

also occur in the general case. However, there are some comments about the organization

or existence of the solitary waves in the parametric V − ω̄− k̄ space that must be taken into

account.

As already mentioned in Sec. I, the way in which the solitary waves are organized in

the parametric space (also known as the spectrum in the literature) can be inferred by

geometrical arguments involving the dimensions of the stable and unstable manifolds of the
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fixed points and the dimension of the phase space. These geometrical arguments are based

on the fact that homoclinic (heteroclinic) orbits lie in the intersection of the stable and the

unstable manifolds of the same (different) fixed point(s). We recall that the stable (unstable)

manifold of a fixed point Qi, that we denote by W s
i (W u

i ), is the set of forward (backward)

in ξ trajectories that terminate at Qi. Note also that the Hamiltonian [Eq. (7)] is conserved

and the the intersection of the stable and unstable manifold has to take place within the

manifold H = H0, with H0 the value of the Hamiltonian at Q±
0 .

Let us first apply this geometrical reasoning to the case of small amplitude waves studied

in Sec. III. Thanks to the quasineutral approximation we found a relation of the type φ =

φ(a) [Eq. (11)] and the dimension of the phase space was lowered from four to two. Then, in

parametric domains where Q±
0 are saddle points (Ω < 1), the stable and unstable manifolds

of the fixed points Q±
0 are 1-dimensional. In this situation both manifolds always intersect

(they are the same orbit) and the solitary waves exist for any value of the parameters. This

statement can be checked with the analytical solution [Eq. (15)] that is valid for any V , ω̄,

and k̄ provided that Ω < 1.

For arbitrary large amplitude waves, the phase space is 4-dimensional and, taking into

account the energy conservation, solitary waves only exist if the stable and the unstable

manifolds intersect within a 3-dimensional space. In parametric domains where Q±
0 is a

saddle-center both manifolds are one-dimensional and they are not, in general, expected

to intersect. The condition W s
0 = W u

0 constitutes an additional restriction among the

parameters and solitary waves would appear within certain surface (or surfaces) in the

V − ω̄ − k̄ volume. On the other hand, if the fixed point is a saddle-focus the stable

and unstable manifolds are 2-dimensional and they are expected to intersect within a 3-

dimensional space. For this latter case it is said that the solitary waves have a continuous

spectrum.

A. Stability of the fixed points Q±
0

We start by delimiting in the parametric V − ω̄ − k̄ volume the domains of stability of

the fixed points Q±
0 . The stability character is determined by the four eigenvalues, say λ1−4,
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of the Jacobian matrix of Sys. (4)-(5). We find λ21−4 = −δ ±
√
∆ with

δ ≡ 1− V 2

2V 2

(

1

Γ3
e

+
ǫ

Γ3
i

)

+ 2k̄2 > 0 (17)

∆ ≡ (2k̄2 − 1− V 2

2V 2
β1)

2 − (1− V 2)

V 4
β2
2 (18)

where β1 ≡ (Γ2
e + a20)/Γ

3
e + ǫ(Γ2

i + ǫ2a20)Γ
3
i and β2 ≡ (1− ǫ2)a0/(ΓeΓi)

2. The fixed points Q±
0

are or saddle-focus type if ∆ < 0, saddle-centers if
√
∆ > δ > 0 and centers if 0 <

√
∆ < δ.

The condition
√
∆ = δ yields the velocity values that separate the stability domains

where Q±
0 are saddle-centers and centers

VSC ≡
√

(Γ3
i + ǫ3Γ3

e)(Γi + ǫΓe)a20 − (1− ǫ2)2a20
(Γ3

i + ǫ3Γ3
e)(Γi + ǫΓe)a20 + 4k̄2(Γi + ǫΓe)Γ3

eΓ
3
i

(19)

Similarly the condition ∆ = 0 gives two different velocities that are the boundaries of the

domains where Q±
0 are saddle-foci and centers

V ±
SF ≡

√

β2
1 + 4k̄2β1 − 2β2

2 ± 2
√

β4
2 + 4k̄2β2

2(β1 + 4k̄2)

(β1 + 4k̄2)2
(20)

In the limit ω̄ → ω̄min (a0 → ∞) the velocities have the asymptotic behaviour VSC ∼ V ±
SF →

0. For ω̄ → ω̄max (a0 → 0) one has VSC → 0 and the velocities V +

SF and V −
SF coalesce at the

value V ±
SF →

√

(1 + ǫ)/(1 + ǫ+ 4k̄2).

Figure 2 shows the stability domains of Q±
0 in the V − ω̄ plane for k̄ = 0.2. The velocities

VSC (dashed line) and V ±
SF (solid lines) split the plane in four different regions where the

fixed points Q±
0 can be saddle-centers, saddle-foci or centers (in two disconnected domains).

The maximum and minimum values of ω̄ and an inset with a detail around V ∼ 0.07 are

also shown. This diagram has several differences with respect to the case k̄ = 0 (see Fig. 3):

(i) the velocity V +

SF , that collapses to 1 for k̄ = 0, introduces a new domain in the V − ω̄

plane where Q±
0 is a center, (ii) the asymptotic behaviour of VSC and V ±

SF have changed;

we recall that at k̄ = 0 one has VSC ∼ VSF → 1 as ω̄ → 0 and VSC → ǫ/(1 − ǫ + ǫ2) and

V ±
SF → 1 as ω̄ →

√
1 + ǫ and (iii) the velocity VS [see Eq. (10)] does not appear in Fig. 2

because the fixed point Q1 does not exist for k̄ 6= 0.

The domains of stability of the fixed points Q±
0 for different values of k̄ are shown in Fig.

3. For k̄ = 0, there are only three different domains of stability and the velocity VS splits

the saddle-center domain in two different parts. As k̄ increases, the domain of existence of

Q±
0 happens at higher ω̄ values (for clarity we chose k̄ values for which such domains do not
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overlap). The saddle-center and saddle-focus domains (where solitary waves are possible)

also become narrower for higher k̄.
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FIG. 2: Characteristic velocity curves and stability domains of the fixed points Q±
0 in the V − ω̄

plane for k̄ = 0.2. The inset shows a detail close to V ∼ 0.07.

B. Solitary waves in the saddle-center domain

When Q±
0 is a saddle-center, the stable and unstable manifold of Q±

0 are 1-dimensional

and the following shooting method can be used to find the solutions [23]. For fixed ω̄ and

k̄, Eqs. (4)-(5) are integrated with the initial condition [φ φ̇ a ȧ] = [0 0 a0 0] + δv1 at

ξ = ξ0, where δ << 1 and v1 is the unstable eigenvector of the Jacobian of the system

evaluated at Q±
0 . Then, for a homoclinic orbit (Q±

0 − Q±
0 connection), both V and ξ0 are

varied until φ′ = a′ = 0 at ξ = 0. In the case of an heteroclinic orbit (Q+
0 −Q−

0 connection)

the conditions are φ′ = 0 and a = 0 at ξ = 0. On the other hand, as can be seen in Fig. 3,

the parametric domain where Q±
0 is a saddle-center represents a small volume of the total

parametric space. Therefore, instead of a survey of the branches, we will just look at the

transition experienced by some solutions when the parameter k̄ changes from zero to a finite

value. In order to illustrate this process we have implemented the shooting algorithm with

δ = 10−5.
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FIG. 3: (Color online) Stability domains of the fixed points Q±
0 for different k̄ values. The velocity

VS of the shock waves at k̄ = 0 is also shown (dashed line).

For k̄ = 0, dark and grey solitary waves are possible for velocities values lower and higher

than VS respectively [see i.e. Fig. 3 in Ref. 3]. Examples of these solutions are shown in

panels (a) and (c) of Fig. 4. Now, by using the same shooting method and taking a small

k̄ value (10−5), we find that the grey wave is almost not affected [see panel (d)]. However,

the dark wave is destroyed and substituted by a grey wave with a peaky vector potential

amplitude at its center for k̄ = 10−5 [see panel (b)]. This situation is equivalent to the one

presented in Sec. III where for k̄ 6= 0 the dark solitary wave given by Eq. (14) is replaced

by the grey wave described by Eq. (15). As already mentioned, whereas the phase space

in the low amplitude limit is 2-dimensional and the analytical solution [Eq. (15)] is valid

in a continuous range within the V − k̄ − ω̄ volume, in the general case the phase space

is 4-dimensional and the stable and the unstable manifolds are not expected to intersect.

Therefore, the solitary waves appear in surfaces within the V − ω̄ − k̄ parametric volume.

C. Solitary waves in the saddle-focus domain

In the saddle-focus domain, the stable and unstable manifolds of Q±
0 are 2-dimensional

and are in general expected to intersect transversally along a 1-dimensional curve that

corresponds to the solitary wave. Therefore, for fixed k̄, the solitary waves appear in a
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FIG. 4: Solitary waves for k̄ = 0 [panels (a) and (c)] and k̄ = 10−5 [panels (b) and (d)]. The dark

solitary waves that occur at k̄ = 0 are destroyed and substituted by grey waves when k̄ is finite.

continuous domain within the V − ω̄ plane. They can be computed with the spectral

algorithm presented in Ref. 33. The numerical method reduces the set of ordinary differential

equations [Eqs. (4) and (5)] to a system of nonlinear algebraic equations that can be solved

with a Newton-Raphson method.

Some numerical results are shown in Fig. 5. Shaded regions in panels (a), (b) and (c)

display the domain of existence of a certain family of solutions in the V − ω̄ plane for

k̄ = 0.2, 0.5 and 1 respectively. The lines that delimit the domain of existence and stability

of Q±
0 are also represented with dashed lines. We remark that by increasing the parameter

k̄, it is possible to find solutions in a velocity range where they are not possible (or detected)

in previous works for k̄ = 0. For instance, if Q±
0 is a saddle-center, the maximum velocity

for a solitary wave is V ∼ 0.05 (see Fig. 3 in Ref. [3]). On the other hand, if Q±
0 is a

saddle-focus, the minimum velocity of a solitary wave is V ∼ 0.32 (see Fig. 2 in Ref. [30]).

Therefore, for k̄ = 0 there is a gap of velocities where solitary waves do not exist. Now,

panels (a), (b) and (c) in Fig. 5 show that this gap can be filled if k̄ is increased.

In panel (d) of Fig. 5 the potentials φ and a and the phase θ are plotted for a specific

solution of this family with parameter values V = ω̄ = 0.8 and k̄ = 0.2. Across the solitary

wave there is a jump in the phase θ. From the potentials one can compute the densities

[panel (e)] and the electromagnetic fields [panel (f)]. For this value of the frequency the ions

are almost not affected by the solitary wave and the electron density exhibits a depression
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where an electromagnetic wave is trapped. The charge separation produces an electrostatic

field Ex that is balanced by the ponderomotive force of the trapped wave. The solitary wave

is embedded in a infinitely long circularly polarized wave because a → a0 as ξ → ∞. This

statement is evident from the Bz component in panel (f).
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FIG. 5: (Color online) The shaded regions in Panels (a), (b) and (c) display the parametric domain

where solitary waves of the type shown in panels (d) exist. The densities and some components of

the electromagnetic fields for this specific wave are shown in panels (e) and (f) respectively.

Figure 6 shows some properties of the family of solutions displayed in Fig. 5 as a function

of V , ω̄ and k̄ [panels (a), (c) and (e) correspond to k̄ = 0.2 and (b), (d) and (f) to k̄ = 1].

Top panels (a) and (b) show the maximum kinetic energies of the ions within the solitary

wave, Emax
i = max[mic

2(γi − 1)]. The ions can reach energies of the order of a few MeV,

lower than the hundreds of MeV in the case of solitary waves without phase modulation

(k̄ = 0) [30]. This behaviour is due to the enhancement of the minimum allowable value of

the frequency ω as the parameter k̄ is increased. Note that the ion response, and therefore

their energies, is weaker for higher values of the frequency

The breaking of the solitary waves with VBC has been also proposed as an additional

mechanism for the generation of fast ions [2, 32]. In this case, the solitary waves are organized

in branches in the V − ω̄ plane which end at the breaking velocity Vbr (Vbr ∼ 0.32 for single-

hump waves) where the density profile exhibits a cusp profile. The authors estimated the
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energy gained by the ions during the wavebreaking by Eion ∼ φbr/(1−Vbr) [2, 32]. Similarly,

in Ref. 30 it was shown that the boundary of existence for the solution in panels (a), (b)

and (c) of Fig. 5 is due to a bifurcation mechanism known as coalescence [31, 34, 35]. In

the case of wavebreaking, we can follow the reasoning of Refs. 2 and 32 and estimate the

energy gained by the ions by using the maximum value of the potential given in panels (c)

and (d) of Fig. 6. For instance, for k̄ = 0.2, the maximum potential φmax ∼ 50 is reached

for V ∼ 0.3 that gives an energy Ei ∼ 35MeV .

On the other hand, panels (e) and (f) in Fig. 6 show the phase shift θ∞ in the range

−π < θ∞ < π introduced by the solitary waves. We observe that for k̄ = 0.2 it varies from

0 at ω̄ ∼ ω̄min to π at ω̄ ∼ ω̄max. In the case k̄ = 1, the phase shift is small and uniform in

the V − ω̄ plane.
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FIG. 6: (Color online) Some properties of the family of solitary waves shown in Fig. 5. Panels (a),

(c) and (e) show the maximum values of the ion energy Ei, the maximum values of the potential

φmax and the phase shift θ∞ for k̄ = 0.2, respectively. Panels (b), (d) and (f) display the same

quantities for k̄ = 1.

The system admits other types of families of solitary waves, even though the domains of

existence could vary from one family to another. Other examples of solitary waves are shown

in Fig 7. Unlike the family in Fig. 5, which has a potential φ with a hump in the center of
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the wave, the solitary wave in panel (a) of Fig. 7 has a depression in φ. Similarly to the dark

solitary wave with VBC [32], this effective well formed by the radiation pressure can trap

positively charged ions and accelerate them. Another interesting feature is the existence of

solitary waves with several humps. It is well-known from the theory of dynamical system

that, if for certain given parameters the fixed point is a saddle-focus and a homoclinic orbit

exists, then there exist infinitely many multi-hump homoclinic orbits [36]. Panel (b) in Fig.

7 shows an example of a two-hump solitary wave at exactly the same parameter value as

the wave shown in Fig. 5. Clearly, each hump introduced a jump in the phase θ.
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FIG. 7: (Color online) Some examples of solitary waves in the domain where the fixed points Q±
0

are saddle-foci.

V. CONCLUSIONS

In the last two decades particle-in-cell simulations [1, 2, 4–9] and laboratory experiments

[9–15] have shown the excitation of relativistic solitary waves during the interaction of a

high-intensity laser pulse with an underdense plasma. They produce different interesting

phenomena like the emission of electromagnetic bursts when they reach the plasma-vacuum

interface [5] or holes in the plasma density (also called post-solitons) where ions are accel-

erated [37]. The breaking of solitary waves can also provide an additional mechanism for

the generation of fast ions in laser irradiated plasmas [27]. In this work we have discussed

the existence of phase modulated solitary waves embedded in an infinitely long circularly
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polarized electromagnetic wave in plasmas. These waves are exact nonlinear solutions with

nonvanishing boundary conditions (NVBC) of the Maxwell-fluid equations for a cold plasma

composed of electrons and ions.

The main properties of the waves as a function of their group velocities, wavevectors and

frequencies have been investigated with special attention to the limit of small amplitude

waves. We emphasized the role of the fixed point where the solitary waves connect, since

its stability determines how the waves are organized depending on the above cited param-

eters. In particular, we have have derived analytically the critical velocities that dictate

the parametric domains where the solitary waves do not exist, exist in branches, or form a

continuum. In a second step, the implementation of a spectral algorithm allowed to compute

different families of solutions and their domains of existence.

As compared to previous works [3, 29, 30], the solitary waves with phase modulation

present two important new aspects. First, by changing the parameter k̄ that controls the

nonlinear phase modulation, it is possible to modify the phase shift introduced in the in-

finitely long electromagnetic wave. For instance, we have shown in the small amplitude

limit that the dark wave (k̄ = 0) has a phase shift equal to π and it reverses the sign of

the magnetic field. However, by including the phase modulation (k̄ 6= 0), a grey wave with

the desirable phase shift and the same physical properties, i.e. the same type of φ profile,

can be obtained. The second difference involves the parametric regime where solutions ex-

ist. Whereas non-modulated solitary waves are not possible (or at least were not detected

[3, 29, 30]) within the group velocity range 0.05c−0.32c, the addition of a phase modulation

allows the construction of solutions in this range.

The experimental excitation of solitary waves with NVBC is still an open problem. It is

well known that solitary waves with vanishing boundary conditions (VBC) are spontaneously

excited during laser-plasma interaction [1] but, to the best of our knowledge, they have never

been observed embedded in long laser pulses. A long laser pulse with a localized amplitude

modulation could probably excite solitary waves with NVBC. A similar scheme but with a

short pulse was proposed to excite solitary wave with VBC [24].

The solitary waves studied here can also be interpreted as the stationary state after the

collision of a long laser pulse and a solitary wave with VBC [30]. We now propose that

solitary waves with NVBC could be excited by using two laser pulses. First, a short laser

pulse with frequency above (but close to) the electron plasma frequency ωpe would excite
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solitary waves with VBC. In second place, if a second long pulse is able to interact with

one of the solitary waves, it could become embedded in the long pulse. Previous works

[3, 29, 30] would predict a phase shift across the long laser pulse equal to 0 or π depending

on the type of solitary wave (grey or dark). However, the phase shift of the more general

solutions studied in the present work could take intermediate values that would depend

on the particular conditions of the interaction. According to the theoretical predictions,

it would be controlled by the type of solitary wave, its group velocity and the amplitude

and frequency of the laser. We finally remark that a similar scheme with two laser pulses

has been proposed to generate ultrashort electromagnetic pulses [38]. Unlike our case, the

second laser pulse must be short and it produces the ultrashort wave during the interaction

with the solitary wave.
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APPENDIX A: THE LIMIT CASE V = 0 AND vex = 0 WITH IMMOBILE IONS

Here we study a plasma with fixed ions in the double limit of vanishing group velocity

for the solitary wave (V → 0) and vanishing longitudinal electron velocity (vex → 0). In

this situation, taking Pe = 0, one has γe =
√
1 + a2 and the longitudinal component of Eq.

(2d) gives φ =
√
1 + a2 − Γe. Equation (2a) yields ne = 1+ φ′′ and, substituting in Eq. (4),

a single equation for the amplitude of the vector potential is obtained

a′′

1 + a2
+

[

ω̄2 − k̄2
a40
a4

− 1√
1 + a2

− a′2

(1 + a2)2

]

a = 0 (A1)

For solutions with VBC (a→ 0 as ξ → 0) we recall that the condition k̄ = 0 holds whereas

for NVBC (a→ 0 as ξ → −∞) one has the dispersion relationship ω̄2 = k̄2 + Γ−1
e .

The existence of solitary waves can be discussed by looking at the stability properties

of the fixed point where the homoclinic orbits connects. For instance, for VBC, the fixed

point (a, a′) = (0, 0) of Eq. (A1) has eigenvalues λ1,2 = ±
√
1− ω̄2 and it is a saddle. The
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solitary wave has an analytical form given by [26]

a =
2
√
1− ω̄2 cosh

(√
1− ω̄2ξ

)

cosh2
(√

1− ω̄2ξ
)

+ ω̄2 − 1
(A2)

In this case the phase space is 2-dimensional and the (1-dimensional) stable and unstable

manifolds of the fixed point always intersect. This geometrical argument justifies the ap-

pearance of solutions in a continuous range of ω̄. However, for NVBC the eigenvalues of

the fixed point (a, a′) = (a0, 0) are λ1,2 = ±i
√

4Γek̄2 + a20/Γe. Hence, for immobile ions,

V = 0, vex = 0 and NVBC, the fixed point is a center and solitary waves do not exist.
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